**Inverting Matrices: Determinants and Matrix Multiplication[[1]](#footnote-1)©**

**Determinants**

Square matrices have determinants, which are useful in other matrix operations, especially inversion.

For a second-order square matrix, **A**, ![](data:image/x-wmf;base64,183GmgAAAAAAAEAGwAQBCQAAAACQXAEACQAAA4EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwARABhIAAAAmBg8AGgD/////AAAQAAAAwP///67///8ABgAAbgQAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdRQTCmmQBSwAvPAYAI+TdnWAAXp1JRNmEwQAAAAtAQAACAAAADIKLwNlBQEAAAD6eQgAAAAyClEEZQUBAAAA+3kIAAAAMgq6AWUFAQAAAPl5CAAAADIKLwNAAAEAAADqeQgAAAAyClEEQAABAAAA63kIAAAAMgq6AUAAAQAAAOl5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAgQXJpYWwAenUmEwoO0AUsALzwGACPk3Z1gAF6dSUTZhMEAAAALQEBAAQAAADwAQAACAAAADIKTgQ7BAIAAAAyMggAAAAyCk4EqgECAAAAMjEIAAAAMgoAAhkEAgAAADEyCAAAADIKAAKZAQIAAAAxMRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsAHp1FBMKapAFLAC88BgAj5N2dYABenUlE2YTBAAAAC0BAAAEAAAA8AEBAAgAAAAyCu4DowICAAAAICAIAAAAMgqgAZICAgAAACAgHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAgQXJpYWwAenUmEwoP0AUsALzwGACPk3Z1gAF6dSUTZhMEAAAALQEBAAQAAADwAQAACAAAADIK7gNiAwEAAABhIAgAAAAyCu4D0QABAAAAYSAIAAAAMgqgAVEDAQAAAGEgCAAAADIKoAHRAAEAAABhIAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtABMlE2YTAAAKAC4AigMAAAAAAAAAANjyGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA), the determinant of **A**,

![](data:image/x-wmf;base64,183GmgAAAAAAAEAPgAIBCQAAAADQUwEACQAAA1EBAAADABIAAAAAAAUAAAAJAgAAAAAEAAAAAgEBAAUAAAABAv///wAEAAAALgEYAAUAAAAxAgEAAAAFAAAACwIAAAAABQAAAAwCgAJADxIAAAAmBg8AGgD/////AAAQAAAAwP///6z///8ADwAALAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAJAAAA+gIAABAAAAAAAAAAIgAEAAAALQEAAAUAAAAUAlQASAAFAAAAEwIsAkgABQAAABQCVACsAQUAAAATAiwCrAEQAAAA+wIg/wAAAAAAAJABAAAAAAQCACBBcmlhbAAAAAQAAAAtAQEACAAAADIKAAIuDgIAAAAyMQgAAAAyCgAC4goCAAAAMTIIAAAAMgoAAnEHAgAAADIyCAAAADIKAAJBBAIAAAAxMRAAAAD7AoD+AAAAAAAAkAEBAAAABAIAIEFyaWFsAFQABAAAAC0BAgAEAAAA8AEBAAgAAAAyCqABTA0BAAAAYQAIAAAAMgqgAREKAQAAAGEACAAAADIKoAGPBgEAAABhAAgAAAAyCqABcAMBAAAAYQAQAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAAQAAAAtAQEABAAAAPABAgAIAAAAMgqgAVQMAQAAACoACAAAADIKoAH1CAEAAAAtAAgAAAAyCqABlwUBAAAAKgAIAAAAMgqgAToCAQAAAD0AEAAAAPsCgP4AAAAAAAC8AgAAAAAEAgAgQXJpYWwAVAAEAAAALQECAAQAAADwAQEACAAAADIKoAF4AAEAAABBAAoAAAAmBg8ACgD/////AQAAAAAAEAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAG4EAAAALQEBAAQAAADwAQIAAwAAAAAA)

Consider the following bivariate raw data matrix:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Subject # | 1 | 2 | 3 | 4 | 5 |
| X | 12 | 18 | 32 | 44 | 49 |
| Y | 1 | 3 | 2 | 4 | 5 |

from which the following XY variance-covariance matrix is obtained:

|  |  |  |
| --- | --- | --- |
|  | X | Y |
| X | 256 | 21.5 |
| Y | 21.5 | 2.5 |

![](data:image/x-wmf;base64,183GmgAAAAAAACAUYAQACQAAAABRTgEACQAAAysCAAAEABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAQgFBIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gEwAABgQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIgApoCBQAAABMCIAJXBwUAAAAUAnoDPwkFAAAAEwJeA3AJCAAAAPoCAAAgAAAAAAAAAAQAAAAtAQEABQAAABQCZgNwCQUAAAATAusDtwkEAAAALQEAAAUAAAAUAusDvwkFAAAAEwJgAh0KBQAAABQCYAIdCgUAAAATAmACvAwFAAAAFAJ6A+IMBQAAABMCXgMTDQQAAAAtAQEABQAAABQCZgMTDQUAAAATAusDWg0EAAAALQEAAAUAAAAUAusDYg0FAAAAEwJgAsANBQAAABQCYALADQUAAAATAmAC9Q8FAAAAFAIgAhcJBQAAABMCIAIVEBwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsAEp2nRUKgoDhbAAU8RgAj5NGdoABSnaDIGblBAAAAC0BAgAIAAAAMgqAAv4SAQAAADl5CAAAADIKgAKVEgEAAAAueQgAAAAyCoACwhEBAAAAMHkIAAAAMgrWAxEPAQAAADV5CAAAADIK1gOoDgEAAAAueQgAAAAyCtYD1Q0BAAAAMnkJAAAAMgrWAzIKAwAAADI1NmUIAAAAMgqMATcNAQAAADU1CAAAADIKjAHODAEAAAAuNQgAAAAyCowBKAsCAAAAMjEcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdjUiCkig4WwAFPEYAI+TRnaAAUp2gyBm5QQAAAAtAQMABAAAAPABAgAIAAAAMgqAAo4QAQAAAD0xCAAAADIKgALQBwEAAAA9MQgAAAAyCoACUwEBAAAAPTEcAAAA+wIg/wAAAAAAAJABAQAAAAQCACBBcmlhbABKdp0VCoOA4WwAFPEYAI+TRnaAAUp2gyBm5QQAAAAtAQIABAAAAPABAwAIAAAAMgoOBNoFAQAAAFkxCAAAADIKDgQ2BAEAAABYMQgAAAAyCugB0gUCAAAAWFkcAAAA+wKA/gAAAAAAAJABAQAAAAQCACBBcmlhbABKdjUiCkmg4WwAFPEYAI+TRnaAAUp2gyBm5QQAAAAtAQMABAAAAPABAgAIAAAAMgquA+sEAQAAAFNZCAAAADIKrgMpAwEAAABTWQkAAAAyCogBmQIDAAAAQ09WZQgAAAAyCoACMgABAAAAck8KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhQACQAAAAAAvAIAAAAAAQICIlN5c3RlbQDlgyBm5QAACgAoAIoDAAAAAAIAAAAw8xgABAAAAC0BAgAEAAAA8AEDAAMAAAAAAA==) ![](data:image/x-wmf;base64,183GmgAAAAAAAIAXgAIACQAAAAARSwEACQAAA6cBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKAFxIAAAAmBg8AGgD/////AAAQAAAAwP///67///9AFwAALgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJSAEgABQAAABMCLgJIAAUAAAAUAlIAqAEFAAAAEwIuAqgBHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAgQXJpYWwASnYJHwo3QOJsABTxGACPk0Z2gAFKdjsRZgwEAAAALQEBAAgAAAAyCqABjBUCAAAANzUIAAAAMgqgASMVAQAAAC41CQAAADIKoAGqEgMAAAAxNzdlCAAAADIKoAGnEAEAAAApNwgAAAAyCqAB0w8BAAAANTcIAAAAMgqgAWoPAQAAAC43CAAAADIKoAHEDQIAAAAyMQgAAAAyCqABPA0BAAAAKDEIAAAAMgqgAXIMAQAAADUxCAAAADIKoAEJDAEAAAAuMQgAAAAyCqABYwoCAAAAMjEIAAAAMgqgAXsIAQAAACkxCAAAADIKoAGnBwEAAAA1MQgAAAAyCqABPgcBAAAALjEIAAAAMgqgAWsGAQAAADIxCAAAADIKoAHjBQEAAAAoMQkAAAAyCqABcwMDAAAAMjU2ZRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2oRsKzgDibAAU8RgAj5NGdoABSnY7EWYMBAAAAC0BAgAEAAAA8AEBAAgAAAAyCqABiREBAAAAPTUIAAAAMgqgAUEJAQAAAC01CAAAADIKoAE1AgEAAAA9NRwAAAD7AoD+AAAAAAAAvAIAAAAABAIAIEFyaWFsAEp2CR8KOEDibAAU8RgAj5NGdoABSnY7EWYMBAAAAC0BAQAEAAAA8AECAAgAAAAyCqABegABAAAAQTUKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhQACQAAAAAAvAIAAAAAAQICIlN5c3RlbQAMOxFmDAAACgAoAIoDAAAAAAIAAAAw8xgABAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==)

Think of the variance-covariance matrix as containing information about the two variables – the more variable X and Y are, the more information you have. The total amount of information you have is reduced, however, by any redundancy between X and Y – that is, to the extent that you have covariance between X and Y you have less total information. The determinant of a matrix is sometimes called its **generalized variance**, the total amount of information you have about variance in the scores, after removing the redundancy between the variables – look at how we just computed the determinant – the product of the variances (information) less the product of the covariances (redundancy).

Now think of the information in the X scores as being represented by the width of a rectangle, and the information in the Y scores represented by the height of the rectangle. The area of this rectangle is the total amount of information you have. Since I specified that the shape was rectangular (X and Y are perpendicular to one another), the covariance is zero and the generalized variance is simply the product of the two variances.

Now allow X and Y to be correlated with one another. Geometrically this is reducing the angle between X and Y from 90 degrees to a lesser value. As you reduce the angle the area of the parallelogram is reduced – the total information you have is less than the product of the two variances. When X and Y become perfectly correlated (the angle is reduced to zero) the determinant had been reduced to value zero.

Consider the following bivariate raw data matrix:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Subject # | 1 | 2 | 3 | 4 | 5 |
| X | 10 | 20 | 30 | 40 | 50 |
| Y | 1 | 2 | 3 | 4 | 5 |

from which the following XY variance-covariance matrix is obtained:

|  |  |  |
| --- | --- | --- |
|  | X | Y |
| X | 250 | 25 |
| Y | 25 | 2.5 |

![](data:image/x-wmf;base64,183GmgAAAAAAAKASQAQACQAAAADxSAEACQAAAwsCAAAEABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQASgEhIAAAAmBg8AGgD/////AAAQAAAAwP///8D///9gEgAAAAQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAApcCBQAAABMCAAJsBwUAAAAUAlYDTwkFAAAAEwI6A4AJCAAAAPoCAAAgAAAAAAAAAAQAAAAtAQEABQAAABQCQgOACQUAAAATAscDxwkEAAAALQEAAAUAAAAUAscDzwkFAAAAEwI9Ai0KBQAAABQCPQItCgUAAAATAj0C0gwFAAAAFAJWA/gMBQAAABMCOgMpDQQAAAAtAQEABQAAABQCQgMpDQUAAAATAscDcA0EAAAALQEAAAUAAAAUAscDeA0FAAAAEwI9AtYNBQAAABQCPQLWDQUAAAATAj0CEBAFAAAAFAIAAicJBQAAABMCAAIwEBwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsAAAAew4KskDxEgCIqfN3kanzdyAw9XdQFmZLBAAAAC0BAgAIAAAAMgpgAsERAQAAADF5CAAAADIKsQMrDwEAAAA1eQgAAAAyCrEDvw4BAAAALnkIAAAAMgqxA+gNAQAAADJ5CQAAADIKsQM/CgMAAAAyNTBlCAAAADIKcAHXCwIAAAAyNRwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAA2xAKYkDxEgCIqfN3kanzdyAw9XdQFmZLBAAAAC0BAwAEAAAA8AECAAgAAAAyCmACqBABAAAAPTUIAAAAMgpgAuQHAQAAAD01CAAAADIKYAJUAQEAAAA9NRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAIEFyaWFsAAAAew4Ks0DxEgCIqfN3kanzdyAw9XdQFmZLBAAAAC0BAgAEAAAA8AEDAAgAAAAyCusD7gUBAAAAWTUIAAAAMgrrA0MEAQAAAFg1CAAAADIKzAHhBQIAAABYWRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAIEFyaWFsAAAA2xAKY0DxEgCIqfN3kanzdyAw9XdQFmZLBAAAAC0BAwAEAAAA8AECAAgAAAAyCosD/QQBAAAAU1kIAAAAMgqLAygDAQAAAFNZCQAAADIKbAGTAgMAAABDT1ZlCAAAADIKYAI0AAEAAAByTwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAEtQFmZLAAAKACEAigEAAAAAAgAAAFzzEgAEAAAALQECAAQAAADwAQMAAwAAAAAA) ![](data:image/x-wmf;base64,183GmgAAAAAAAIARgAIBCQAAAAAQTQEACQAAA3YBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKAERIAAAAmBg8AGgD/////AAAQAAAAwP///6z///9AEQAALAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJUAEgABQAAABMCLAJIAAUAAAAUAlQApwEFAAAAEwIsAqcBHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAgQXJpYWwAAABVFgp7oPESAIip83eRqfN3IDD1dz8WZuAEAAAALQEBAAgAAAAyCqABbBABAAAAMHkIAAAAMgqgAVwOAQAAACl5CAAAADIKoAGmDAIAAAAyNQgAAAAyCqABHAwBAAAAKDUIAAAAMgqgAXgKAgAAADI1CAAAADIKoAGMCAEAAAApNQgAAAAyCqABrgcBAAAANTUIAAAAMgqgAUIHAQAAAC41CAAAADIKoAFqBgEAAAAyNQgAAAAyCqAB4AUBAAAAKDUJAAAAMgqgAWQDAwAAADI1MGUcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAADwWCvyg8RIAiKnzd5Gp83cgMPV3PxZm4AQAAAAtAQIABAAAAPABAQAIAAAAMgqgAToPAQAAAD01CAAAADIKoAFVCQEAAAAtNQgAAAAyCqABLAIBAAAAPTUcAAAA+wKA/gAAAAAAALwCAAAAAAQCACBBcmlhbAAAAFUWCnyg8RIAiKnzd5Gp83cgMPV3PxZm4AQAAAAtAQEABAAAAPABAgAIAAAAMgqgAXMAAQAAAEE1CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0A4D8WZuAAAAoAIQCKAQAAAAACAAAAvPMSAAQAAAAtAQIABAAAAPABAQADAAAAAAA=)

**Inverting a Matrix**

Determinants are useful in finding the inverse of a matrix, that is, the matrix that when multiplied by **A** yields the identity matrix. That is, **AA−1** = **A−1A** = **I**

An **identity matrix** has 1’s on its main diagonal, 0’s elsewhere. For example, ![](data:image/x-wmf;base64,183GmgAAAAAAACAGAAcBCQAAAAAwXwEACQAAA4cBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAcgBhIAAAAmBg8AGgD/////AAAQAAAAwP///6z////gBQAArAYAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAEcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAMkTCvOg8RIAiKnzd5Gp83cgMPV37xNmYgQAAAAtAQAACAAAADIKBgZOBQEAAAD6eQgAAAAyCpYETgUBAAAA+nkIAAAAMgomA04FAQAAAPp5CAAAADIKjgZOBQEAAAD7eQgAAAAyCrYBTgUBAAAA+XkIAAAAMgoGBkAAAQAAAOp5CAAAADIKlgRAAAEAAADqeQgAAAAyCiYDQAABAAAA6nkIAAAAMgqOBkAAAQAAAOt5CAAAADIKtgFAAAEAAADpeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsAAAAzRMKRKDxEgCIqfN3kanzdyAw9XfvE2ZiBAAAAC0BAQAEAAAA8AEAAAgAAAAyCiAGpgQBAAAAMXkJAAAAMgogBowDAwAAACAgIGUIAAAAMgogBscCAQAAADAgCQAAADIKIAaVAQMAAAAgICBlCAAAADIKIAbQAAEAAAAwIAgAAAAyCuADcQQBAAAAMCAJAAAAMgrgAz8DAwAAACAgIGUIAAAAMgrgA68CAQAAADEgCQAAADIK4AOVAQMAAAAgICBlCAAAADIK4APQAAEAAAAwIAgAAAAyCqABcQQBAAAAMCAJAAAAMgqgAT8DAwAAACAgIGUIAAAAMgqgAXoCAQAAADAgCQAAADIKoAFIAQMAAAAgICBlCAAAADIKoAG4AAEAAAAxIAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAGLvE2ZiAAAKACEAigEAAAAAAAAAALzzEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA)

With scalars, multiplication by the inverse yields the scalar identity, 1: ![](data:image/x-wmf;base64,183GmgAAAAAAAEAGAAQBCQAAAABQXAEACQAAAysBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAARABhIAAAAmBg8AGgD/////AAAQAAAAwP///6L///8ABgAAogMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIgAjsCBQAAABMCIAIxAxwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsAEp2uCEKOLDCWwAU8RgAj5NGdoABSnaoI2bkBAAAAC0BAQAIAAAAMgqAAp4FAQAAAC55CAAAADIKgALLBAEAAAAxeQgAAAAyCowBWwIBAAAAMXkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAduYSCv3QwlsAFPEYAI+TRnaAAUp2qCNm5AQAAAAtAQIABAAAAPABAQAIAAAAMgqAAqoDAQAAAD15CAAAADIKgAJAAQEAAAAqeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAIEFyaWFsAEp2uCEKObDCWwAU8RgAj5NGdoABSnaoI2bkBAAAAC0BAQAEAAAA8AECAAgAAAAyCq4DSAIBAAAAYXkIAAAAMgqAAi0AAQAAAGF5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIUAAkAAAAAALwCAAAAAAECAiJTeXN0ZW0A5KgjZuQAAAoAKACKAwAAAAACAAAAMPMYAAQAAAAtAQIABAAAAPABAQADAAAAAAA=) Multiplying by an inverse is equivalent to division: ![](data:image/x-wmf;base64,183GmgAAAAAAAMAGAAQBCQAAAADQXAEACQAAAz0BAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAATABhIAAAAmBg8AGgD/////AAAQAAAAwP///6L///+ABgAAogMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIgAjsCBQAAABMCIAI7AwUAAAAUAiAC+wQFAAAAEwIgAvsFHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAgQXJpYWwASnbYHArPGM8pABTxGACPk0Z2gAFKdjETZggEAAAALQEBAAgAAAAyCoACIAYBAAAALnkIAAAAMgqMAWECAQAAADF5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAgQXJpYWwASnauEApa+M4pABTxGACPk0Z2gAFKdjETZggEAAAALQECAAQAAADwAQEACAAAADIKrgMNBQEAAABieQgAAAAyCowBDQUBAAAAYXkIAAAAMgquA00CAQAAAGJ5CAAAADIKgAItAAEAAABheRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB22BwK0BjPKQAU8RgAj5NGdoABSnYxE2YIBAAAAC0BAQAEAAAA8AECAAgAAAAyCoACtAMBAAAAPXkIAAAAMgqAAkABAQAAACp5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIUAAkAAAAAALwCAAAAAAECAiJTeXN0ZW0ACDETZggAAAoAKACKAwAAAAACAAAAMPMYAAQAAAAtAQIABAAAAPABAQADAAAAAAA=)

The inverse of a 2 \* 2 matrix, ![](data:image/x-wmf;base64,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) for our example.

Multiplying a scalar by a matrix is easy - simply multiply each matrix element by the scalar, thus,
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Now to demonstrate that **A**\***A−1** = **A−1**\***A** = **I**, but multiplying matrices is not so easy.

For a 2 \* 2,
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**Third-Order Determinant and Matrix Multiplication**

The determinant of a third-order square matrix,
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Matrix multiplication for a 3 x 3
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That is,
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Isn’t this fun? Aren’t you glad that SAS will do matrix algebra for you? Copy the little program below into the SAS editor and submit it.

**SAS Program**

Proc IML;

reset print;

XY ={

256 21.5,

21.5 2.5};

determinant = det(XY);

inverse = inv(XY);

identity = XY\*inverse;

quit;

Look at the program statements. The “reset print” statement makes SAS display each matrix as it is created. When defining a matrix, one puts brackets about the data points and commas at the end of each row of the matrix.

Look at the output. The first matrix is the variance-covariance matrix from this handout. Next is the determinant of that matrix, followed by the inverted variance-covariance matrix. The last matrix is, within rounding error, an identity matrix, obtained by multiplying the variance-covariance matrix by its inverse.

**SAS Output**

**XY 2 rows 2 cols (numeric)**

**256 21.5**

**21.5 2.5**

**DETERMINANT 1 row 1 col (numeric)**

**177.75**

**INVERSE 2 rows 2 cols (numeric)**

**0.0140647 -0.120956**

**-0.120956 1.440225**

**IDENTITY 2 rows 2 cols (numeric)**

**1 -2.22E-16**

**-2.08E-17 1**
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